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Al GAPS IN AUTOMOTIVE

PERCEPTION
COST 4

DECISION

ADAS & AD ARE BASED & DEPENDENT ON THE RIGHT Al TECHNOLOGY
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Supervised Deep Learning vs. Autobrains’ Self-Learning

Trained on
labelled data
to classify

Output:
Bounding Boxes
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SUPERVISED DEEP
NEURAL NETWORK

{67529, 228,
3229595,...}

ADAPTIVE NEURAL NETWORK
FOR SIGNATURE GENERATION

Trained to generate
representations/
signatures that are:

- Sparse

« Binary

+ Uniform
« Invariant
+ Robust

Output: Signatures

REDUCING COMPUTE SPACE & HW COST — ENABLING TRANSPARENCY
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Autobrains' Signatures

Hyper-dimensional, sparse binary representations {67529, 228, 3229595,...}
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Autobrains' Signatures — Inspired by Neuroscience

EFFICIENT CODING HYPOTHESIS Maximally sparse...

e

**Source: https://www.unsw.edu.au/science/our-schools/maths/our-school/spotlight-on-our-people/history-school/glimp:

...as generalized as necessary

Maximized sparsity in the code minimizes the number of
neural spikes needed to encode a given sensory input.

rce: https:// y.berkeley.edu/al i/hall-of-fame/horace-b-barlow/
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Autobrains' Signatures

The Fundamental Building Block for Closing the Al Gaps in Automated Driving

Resulting in:
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Unsupervised Skills Learning

Overtaking Skill

AUTOBRAINS



Perception Decision Gap

E2E APPROACH ADAS APPROACH
ESas | - Decision Making
One Steering g
Egd-To-End Network & Accel >
i Environmental Model
One generic E2E Al AD system is too large Breaking Al into two problems not
and has too many degrees of freedom jointly optimized

Solution: Narrow Al facilitating the pragmatic approach of using an
ensemble of Narrow Al agents to scale
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% Picking the right brain for a specific situation

Perceptic
Router
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ADDING SKILLS COVERING MORE SCENARIOS NO RETRAINING
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SKILLS: THE METHODOLOGICAL AND MODULAR SOLUTION TOWARDS AD
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Thank you!

Manuel Yoon, VP Strategy

manuel.yoon@autobrains.ai
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